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Abstract — Providing adequate security to civilian nuclear materials and facilities exemplifies the 
long-standing, dynamic challenge of addressing the potential for facility damage under operational 
uncertainty. Estimating attack likelihood with enough precision to be useful and actionable for security 
risk management is philosophically, scientifically, and practically challenging. In response, this paper 
discusses the conceptual and analytical shortcomings of various approaches to calculating the like
lihood of attack as a foundational element of security risk management. From these shortcomings 
emerge a set of characteristics that can guide the creation of alternative concepts that provide more 
robust and actionable security risk management approaches better aligned with the Ievolutionary 
growth in civilian nuclear facilities. Such broader conceptions would support movement from tradi
tional interpretations of probability of attack toward more nuanced and complex depictions to enhance 
security risk management.

Keywords — Security, risk, uncertainty, risk management.  
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I. INTRODUCTION

Successfully operating nuclear facilities and mana
ging nuclear materials is a difficult endeavor. Yet, the 
potential benefits—clean energy, baseload power, techni
cal sophistication—incentivize the pursuit of nuclear 
energy–related projects in the face of multifaceted chal
lenges. Decision makers and stakeholders who manage 
nuclear facilities are continuously required to balance 
many competing sources of potential damage and loss, 

such as safety, equipment reliability, product quality, and 
security.

Providing adequate security to civilian nuclear mate
rials and facilities exemplifies the long-standing, dynamic 
challenge of addressing the potential for facility damage 
under operational uncertainty. Consider advances in 
adversary capabilities as an example of more traditionally 
familiar external drivers of security, while uncertainty or 
changes in regulatory standards or budget availability are 
examples of less familiar internal drivers of security 
uncertainty. The civilian nuclear sector’s continued path 
toward advancements (e.g., small modular reactors) and 
evolution (e.g., advanced reactors) also introduce new 
drivers of security, including increased digitization and 
susceptibility to increased personnel radicalization.

Quantifying, analyzing, and designing security to 
reduce (or eliminate) the potential for damage or loss is 
a complex endeavor and requires addressing undesired 
events that have not occurred and outcomes of 
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undetermined magnitude. Coincidentally, for security, the 
range of possible undesired events and associated out
comes are related to previously mentioned sources of 
uncertainty. Yet, because resources are limited, decision 
makers are often forced to prioritize which potential 
undesired events they should spend resources to prevent, 
necessarily leaving others unaddressed.

In response, the concept of risk is a popular approach 
to compare and prioritize among potential undesired events 
and to develop security solutions to address and mitigate 
the various drivers of security uncertainty. However, sev
eral important nuances are present in the concept of risk 
when it is applied to security, especially relating to estimat
ing scenario likelihood in general, and the likelihood of 
attack in particular. This is a subject of intense debate in 
both the risk and nuclear security communities. In 
response, this paper examines the nuances of security risk 
estimation in order to identify how they may complicate 
proposed U.S. Nuclear Regulatory Commission (NRC) 
risk-informed security methods and requirements

II. CONTEXTUALIZING THE CONCEPT OF RISK IN 
NUCLEAR SECURITY

Given its ubiquity, there is a surprisingly lack of con
sensus on the appropriate application of this concept of risk. 
For example, the Society for Risk Analysis—the “multidis
ciplinary, interdisciplinary, scholarly, international society … 
in risk analysis”—does not have a single definition for risk. 
Rather, this body offers a list of seven descriptions in its 
official glossary,1 all of which are qualitative in nature, 
including that risk is

1. the possibility of an unfortunate occurrence

2. the potential for realization of unwanted, nega
tive consequences of an event

3. exposure to a proposition (e.g., the occurrence of 
a loss) of which one is uncertain

4. the consequences of the activity and associated 
uncertainties

5. uncertainty about and severity of the consequences 
of an activity with respect to something that human’s value

6. the occurrences of some specified consequences 
of the activity and associated uncertainties

7. the deviation from a reference value and asso
ciated uncertainties.

Each of these definitions revolve around the concept 
of an unknown future state subject to a range of undesired 

outcomes, which is a fitting description for the nuclear 
security domain. Yet, the absence of a consensus frame
work for quantifying these unknown future states subject 
to a range of undesired outcomes has resulted in (at best) 
confused and (at worst) inaccurate risk mitigations, 
another fitting description of the nuclear security domain.

Historically, quantifying “risk metrics” is often traced 
back to Blaise Pascal’s 1662 Logica sive Ars Cogitandi, 
in which he offers a characterization of how to judge 
future events, namely, 

in order to decide what we ought to do to obtain 
some good or avoid some harm, it is necessary to 
consider not only the good or harm in itself, but also 
the probability that it will or will not occur, and to 
view geometrically the proportion all these things 
have when taken together.2 

Mathematically, “to view geometrically the proportion” 
commonly implies multiplication, so Pascal’s ideas led to 
the popular, and long-standing, quantitative notion that 
the risk of an event is the product of the undesired event’s 
probability and outcomes (more commonly called conse
quences), often expressed as

Re ¼ Pe � Ce : ð1Þ

Pascal argues that one should have greater fear of 
events with a greater Re, so a decision maker would 
naturally want to prioritize prevention for undesired 
events with a higher Re. In terms of nuclear security, 
this matches the intuition to focus limited resources on 
mitigating the highest security risks. Though mathemati
cally tractable and conceptually appealing, evolving 
thought in risk science has found that the equivalences 
produced by this simple but powerful formula do not 
always correspond to human understanding or observa
tions, especially when comparing rare but extreme events 
with common but relatively benign events.3

Consider Fig. 1, for example. In this notional exam
ple, four different undesired events are quantified in 
boxes [A] through [D]. The horizontal category, labeled 
“frequency of occurrence,” relates to the probability ele
ment discussed in the preceding paragraph. For a nuclear 
security example, consider the different detection abilities 
from a highly reliable versus a low-quality sensor. The 
vertical category, labeled “severity of consequence,” 
relates to the consequence element discussed in the pre
ceding paragraph. For a nuclear security example, con
sider the difference between an adversary accessing 
a gate on a perimeter fence versus the door to the reactor 
control room. While the results of boxes [A] and [D] 
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match intuition (namely, that resources should be prior
itized to prevent [D] over [A]), boxes [B] and [C] present 
a conundrum. More specifically, if Re of undesired event 
[B] is the equal to Re of undesired event [C], then they are 
commonly assumed to be equally important. Yet, the 
mitigations for [B] that focus on addressing the frequency 
of the undesired event are not likely applicable to mitiga
tions for [C] that focus on addressing the severity of the 
undesired event.

When considered in determining “total risk” across 
scenarios, such false equivalences (e.g., Re for [B] and 
[C] in Fig. 1 being equivalent) can generate nonsensical 
results. Consider, for example, deriving total risk as the 
summation of risks Re for statistically independent loss 
events, which is a statistically valid computation for 
aggregating risk across all known potential undesired 
outcomes. Computing total risk in this manner, however, 
exacerbates false equivalences and produces equivalent 
total risk for both highly reliable high-consequence out
comes (box [C] in Fig. 1) and much less reliable low- 
consequence outcomes (box [B] in Fig. 1). Such results 
are not aligned with humans’ risk perceptions.3

To counter these concerns, the seminal argument by 
Kaplan and Garrick4 holds that an event’s risk should be 
viewed as a table of triplets consisting of the following for 
all relevant scenarios—description, likelihood, and its 
expected consequences—but that likelihood and conse
quences should not be multiplied. Instead, risk is repre
sented as a complementary cumulative distribution 
function (also called a risk curve, an exceedance frequency 
curve, or a Farmer curve, see Fig. 2), which makes explicit 
both the likelihood and consequence elements of risk, thus 

eliminating the troubling multiplication-induced risk 
equivalences. But even here, to compare risk among var
ious potential undesired outcomes, a statistically indepen
dent estimate of an event’s likelihood is critical to 
understanding its risk. For random events, such as equip
ment failures or those induced by nature, achieving statis
tical independence is possible and validated in practice. 
For security-related undesired events, where a malevolent 
human is making deliberate decisions about whether to 
initiate an attack and choosing only among attack path
ways they believe to be advantageous, statistical indepen
dence cannot be achieved because these decisions cannot 
conceivably be considered random.

For additional clarity, consider the spirited debate in 
risk analysis regarding the effectiveness of one popular 
security-based interpretation of the geometrical propor
tionality between frequency and severity, the threat, vul
nerability, consequence (TVC) framework. Commonly 
used in terrorism risk analysis, this framework replaces 
the probability P from Eq. (1) with the terms threat T and 
vulnerability V). On one side of the debate, risk scholars 
contend that the simplistic TVC construct for quantifying 
risk is appropriate for addressing adaptive adversaries and 
can be rigorously conducted with high accuracy.5 On the 
other side of the debate, risk scholars question if “TVC 
models are useful in general, or usually, for correctly 
assessing attack risks or setting priorities” and describe 
them as “simplistic, unvalidated, and low-performing” 
risk models.6 Further, dissenting risk scholars argue the 
TVC-type risk models

1. do not address size differences in information 
partitions between the adversary planning their actions 
and analysis attempting to ascertain their actions

2. cannot account for the self-defeating element of 
conditioning terrorism risk analysis on judgments of that 
adversary’s actions

3. do not ask the right questions or elicit relevant 
information for predicting risks

4. have not demonstrated better results than ran
dom models

5. have ill-defined key terms

6. neglect important conditionality between the 
mathematical terms

7. omit crucial information needed to predict and 
manage risks.

At the heart of this debate is the drive to develop and 
deploy risk analysis techniques to “provide useful 

Fig. 1. Notional example highlighting false equivalences 
in popular approach to quantifying risk. 
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insights guiding effective allocation of limited defensive 
resources” (Ref. 7, p. 194), which is a particularly ger
mane challenge for nuclear security. Yet, consider how 
this debate in the larger risk analysis community charac
terizes similar discussions regarding security for nuclear 
materials and facilities. In November 2020, the 
International Nuclear Materials Management professional 
society convened leading risk academics and nuclear 
security practitioners for a workshop on Quantifying the 
Likelihood of Attack, ultimately taking the position that 

[q]uantifying the likelihood of an adversarial attack 
is not substantially different from estimations/quanti
fications that have been performed for other rare 
events in nuclear safety analyses. Expert judgments 
are currently used for physical security purposes and, 
through appropriate guidance, could be extended to 
include likelihood of attacks using quantitative or 
semi-quantitative methods.8 (emphasis added) 

In terms of the larger risk analysis community debate, 
this workshop suggests that many of the attendees sit on 
the pro-TVC framework side. Yet, if the logical and 
analytical issues sitting on the other side of the debate 

are valid, there is a need to better explore their implica
tions for adequate security for civilian nuclear facilities.

Because providing security requires decision makers to 
understand and manage a dynamically uncertain risk land
scape, estimating attack likelihood with enough precision to 
be useful and actionable for security risk management is 
philosophically, scientifically, and practically challenging. 
The remainder of this paper discusses the conceptual and 
analytical shortcomings of various approaches to calculating 
the likelihood of attack as a foundational element of security 
risk management. Augmented with representative examples, 
this paper then offers a set of characteristics that can guide the 
creation of alternative concepts that provide more robust and 
actionable security risk management approaches better 
aligned with the (r)evolutionary growth in civilian nuclear 
facilities.

III. EVOLUTION OF SECURITY RISK IN THE CIVILIAN 
NUCLEAR DOMAIN

The historical development of nuclear security, as out
lined by Sandoval et al.9 traces the evolution from simplistic 
“guards, guns, and gates”–based solutions through 

Fig. 2. Notional complementary cumulative distribution function (also known as a risk curve, an exceedance frequency curve, or 
a Farmer curve), wherein [A] if wondering about this level of consequence, then [B] represents the likelihood of occurrence for 
a scenario with consequences that are at least that bad. 
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revolutionary (at the time) systems engineering–based 
approaches to the cutting-edge modeling and simulation cap
abilities of today. This history highlights three important 
trends describing security risk management. One, core secur
ity principles and concepts have remained relevant over last 
70+ years of civilian nuclear operations. Two, the analytical 
approaches have evolved and grown commensurate with 
underlying logical advancement and trends, increasing the 
complexity of implementing security solutions. Three, the 
most common conception of security risk in the civilian 
nuclear sector, however, has not evolved in the same manner.

III.A. Historical Conceptual Origins of Security Risk 
Concepts

Some of the longest-standing tenets of security relate to 
designing defensible facilities around the concepts of (1) 
understanding the tools, tactics, and capabilities that adver
saries might be able to use, and (2) incorporating features to 
either render these capabilities less effective or to inflict an 
expectation of unacceptable casualties for the attackers. These 
tenets are consistent with commonly accepted drivers of 
uncertainty in security risk. By logical extension, as adversary 
capabilities have evolved, security designs have been aban
doned, modified, or rebuilt to address new adversary capabil
ities. In response, adversaries have continually searched for 
new, novel capabilities or defensive vulnerabilities to increase 
the success of their next malicious act. Upon observing new 
adversary capabilities or having a defensive vulnerability 
exposed, security designs would again be abandoned, mod
ified, or rebuilt. This basic (and reactive) cyclic paradigm 
describes the majority of security risk management over 
time, including common practices in the civilian nuclear 
sector.

A second approach to security risk management—a 
feature-based security design paradigm—also has ancient 
roots. In this paradigm, observed new adversary capabilities 
or exposed defensive vulnerabilities are the basis for a list of 
security features (or best practices) required for adequate 
defense. Such requirements may (or may not) be adequate 
to mitigate the flexibility and rapidity with which adver
saries have been able to adjust tactics and to creatively 
identify vulnerabilities. As security has become more for
malized in the civilian nuclear sector, features on such lists 
have become design and construction requirements,a which 

ultimately suggest that the presence of these features/ 
requirements makes the facility “secure enough.”

Though often visualized as two ends of the same 
security risk continuum, the reality is that most applied 
security risk management programs consist of a blend of 
these approaches. The logic of each of these security risk 
management paradigms has implications for addressing 
uncertainty in an effort to prevent undesired events. For 
example, consider how each paradigm addresses uncer
tainty in adversary actions. For the adversary capability– 
based paradigm, uncertainty is addressed, ensuring timely 
updating in security design. For the features list–based 
paradigm, uncertainty is addressed in the presence of the 
identified features for mitigation or protection. Where the 
former approach tends to require more resources and is 
favored by higher-security facilities, the latter approach is 
often associated with facilities of lesser security needs. 
Though these two approaches bound a range of clear 
concepts for security risk, regulators and practitioners 
have struggled to find consensus within this range of 
concepts for civilian nuclear security risk management.

III.B. Analyzing Security Risk: ERDA-7 and Its Progeny

Before the mid-1970s, civilian nuclear power safety 
was ensured using design-basis criteria, which included 
both required equipment lists and deterministic accident 
definitions against which facility designs must be demon
strated safe.10 Based on this experience and familiarity, 
nuclear security was defined in a similar fashion by 
a combination of security design criteria and a design- 
basis threat (DBT), a list of adversary capabilities against 
which the facility is to be defended. As the need for more 
formal and official security designs at civilian nuclear 
facilities increased, so did the need to develop more 
robust security risk understanding and management. 
Cutting-edge efforts to improve safety at civilian nuclear 
facilities in the mid-1970s, led by Rasmussen’s ground- 
breaking 1974 study (WASH-1400) that introduced prob
abilistic risk assessment11 (PRA), were similarly bor
rowed by the nuclear security community. The 
foundational principles of PRA follow the philosophy 
espoused by Pascal, where risk (for a scenario) is com
puted as the product of the frequency of the initiating 
event FIE, the conditional probability that consequences 
occur given that the initiating event occurs PC|IE, and the 
magnitude of the scenario’s consequence should it occur 
CS. Mathematically, this describes the expected value of 
a scenario’s risk.

Shortly after, a modified version of the WASH-1400 
risk model was first proposed for nuclear domestic 

a A variant of this method is the standard design paradigm, where 
an exemplar exists for something that has proven very secure, and 
exact copies are built elsewhere, even where differences in terrain, 
weather, or adversary capabilities render the standard design vul
nerable in unexpected ways.
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safeguards, another term describing security in the United 
States,12 known as the Energy Research and 
Development Administration (ERDA)-7 proposal. 
ERDA-7 took Rasmussen’s equation and redefined its 
components for security applications. FIE became the 
likelihood of attack (probability or frequency as appro
priate). PC|IE became the conditional probability that the 
attack is successful for the adversary. CS remains defined 
as the consequence should the successful attack occur

Over the years, the ERDA-7 proposal has been sub
ject to reintroduction and modification.13,14 In some 
cases, the attack likelihood term is treated qualitatively, 
quantitatively, or removed altogether. Removing it alto
gether leads to the computation of conditional risk values 
where the risk that would exist given that an attack of 
a specific type was to occur.15,16 For example, in 1986 the 
U.S. Department of Energy (DOE) published a Master 
Safeguards and Security Agreements (MSSA) Guide that 
introduced a version of security risk that “… deviates 
from classical risk evaluation by basing risk calculations 
on the assumption that the adversary event occurs.”17 Yet, 
subsequent critical reviews stated that an approach like 
ERDA-7, based on traditional risk assessment, should not 
be used for security risk.18,19 For this reason, security risk 
management methods used by the DOE and NRC rely on 
performance-based standards for the effectiveness of 
security systems,20,21 as well as addressing consequences 
where possible, instead of only in ERDA-7-like risk 
quantification.

Despite never being formally adopted, ERDA-7 has 
a strong legacy in security risk discussions. Perhaps the 
most commonly used recent example of ERDA-7-like 
thinking is the oft-quoted conceptual “equation” describ
ing nuclear security risk in terms of the TVC framework, 
where threat and vulnerability are considered an uncondi
tional and a conditional probability, respectively. This 
description parallels a common understanding for safety 
risk in the nuclear power sector. It provides a clear framing 
for addressing the challenge of protecting critical assets 
against malicious acts. However, it also promotes common 
misperceptions about security risk that can confuse secur
ity risk management efforts at civilian nuclear facilities.

III.C. Current State of Security Risk Practice

Current security risk management practices are 
a mixture of all the methods described previously, generally 
captured in best practices and required design feature lists 
for both physical security and cybersecurity. Often, higher- 
security facilities focus more on adversary capabilities 
while facilities with lesser security needs focus more on 

prescriptive lists of required security features. As such, 
high-consequence facilities tend to bolster these approaches 
with more robust analytical methods. These can include 
approaches that account for current or future adversary 
capabilities, like the threat-based planning and capability- 
based planning22 methods. Security designers and analysts 
are encouraged to think about threat, vulnerability, and 
consequence, sometimes using a qualitive view of ERDA- 
7 to frame discussions. There is still a tendency to quantify 
ERDA-7 approaches to security. Consider what the U.S. 
Department of Homeland Security (DHS) uses for terrorism 
risk assessment and other security risk management activ
ities. Specifically, the U.S. Coast Guard developed the 
Maritime Security Risk Analysis Model23 (MSRAM) for 
port security to identify and prioritize critical infrastructure, 
key resources, and high-consequence scenarios using the 
ERDA-7 framing. Such examples are commonly used to 
defend the inclusion of quantified ERDA-7 approaches for 
nuclear security risk management.

In the commercial nuclear sector, the Design 
Evaluation Process Outline15 (DEPO) methodology cre
ated by Sandia National Laboratories is widely consid
ered the state of the art for nuclear security. The DEPO 
methodology is popular for its relative ease of use and 
probabilistic modeling paradigm, which concludes when 
equilibrium is achieved between the assumed level of 
security risk and security system effectiveness.15 DEPO 
also borrows both an ERDA-7 approach and a timeline- 
based model for describing risk for nuclear safety. The 
accident timeline is replaced by comparing timelines for 
adversaries to achieve a malicious act versus the response 
force protective actions. Consistent with the ERDA-7 
legacy, DEPO measures security as probabilistic influ
ences on this timeline (e.g., the probability that 
a particular sensor alarms when an adversary enters 
a prohibited area or the probability that the response 
force is able to intercept the adversary) to describe threat 
and vulnerability.

While the current state of practice for security risk 
management for civilian nuclear facilities is dominated 
by the combination of prescriptive security features and 
adversary capability estimates, the risk-related elements 
of these approaches are built on a conceptual foundation 
framing security risk in terms of ERDA-7.

IV. WHAT’S MISSING IN SECURITY RISK … AND WHAT’S 
NEEDED TO MOVE FORWARD?

As previously mentioned, a range of influences are 
poised to challenge the efficacy of the traditional 
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conceptions of security risk management in civilian 
nuclear facilities. The most common security risk con
cepts for commercial nuclear applications—the features 
list, adversary-basis, and ERDA-7 framing—each suffer 
from philosophical, scientific, and practical gaps and 
shortcomings. Yet, these gaps and shortcomings also 
identify crucial next steps in the evolution of nuclear 
security risk management.

Features list–based methods for security risk man
agement are attractive for their philosophical simplicity 
and practical clarity. In these methods, the definitive 
answer to the question “how secure is secure enough?” 
is embedded in the list of features itself. Yet, these 
advantages carry several key gaps and shortcomings. 
Philosophically, features lists are inherently challenged 
by the inability of those responsible for developing the 
lists to perfectly, adequately, and comprehensively iden
tify what may be needed to counter any specific adver
sary act. In addition, any accepted features list causes 
a conceptual imbalance by effectively mapping a static 
security posture against a dynamic threat. The problem is 
compounded when features lists are generic (i.e., they 
apply to more than one facility), because a generic list 
cannot address the unique security challenges posed by 
characteristics that differ between facilities.

These philosophical shortcomings result in the scien
tific challenge of incompleteness. Features list–based 
approaches cannot account for possible inadequacy to 
defend against the actual threat or for adversary adapta
tion to defeat the features. Further complications can arise 
from inadequate implementation if the listed features do 
not operate as expected. At best, this would fail to pro
vide effective security. At worst, this could manifest in 
unexpected and perhaps even unidentified susceptibilities 
in the security posture of civilian nuclear facilities. If risk 
management means understanding the possibility of 
experiencing an undesired state, then features list–based 
methods provide one mechanism for defining those unde
sired states. Yet, the associated uncertainties and incom
pleteness challenge the accuracy and appropriateness of 
these descriptions of security risk, thereby limiting their 
effectiveness in supporting security risk management.

The DBT-based methods are similarly attractive and 
popular because they build upon the logic of features lists 
with a focus on countering specified adversary capabil
ities. In these methods, the answer to the question “how 
secure is secure enough?” is related to how accurately 
adversary capabilities are defined and how they are 
expected to be defeated. Because these approaches do 
not require any specific security features and concep
tually map to expected adversary capabilities, they 

provide more flexibility for addressing security risk man
agement. Like features lists, DBT-based approaches also 
struggle with philosophical shortcomings. For example, 
adversaries typically can adapt their capabilities [in both 
tactical (near-term) and strategic (long-term) timeframes] 
more quickly than a DBT can be (temporally or perma
nently) updated, representing a slightly more advanced 
version of mapping a static solution to a dynamic pro
blem. An additional challenge for DBT methods stems 
from selecting reasonable and credible attack scenarios. 
Conceptually, the logic of DBT methods discounts 
a simple attack scenario only slightly outside the DBT 
(e.g., a scenario using just one beyond-DBT capability), 
yet includes other, potentially highly complex attack sce
narios that are fully within the DBT, even if the former is 
more credible. The logic underpinning these methods also 
tends to bias designers toward scenarios at the maximum 
capability of the DBT, while lesser attacks may not be 
fully explored or expected. If conservatism shifts security 
focus to the maximum DBT capability, then lesser adver
sarial acts may increase their chances of success, particu
larly using stealth or deceit strategies.

Furthermore, where DBT-based methods provide 
a more flexible mechanism for framing security risk, 
these philosophical gaps yield additional sources of 
potential analytic incompleteness. As written, DBT meth
ods require that security risk management “defeat all 
credible attacks by DBT-included adversaries.” While 
a seemingly simple and straightforward task, defining 
credible is a difficult and subjective task that incorporates 
adversary characteristics into scenario complexity (and 
uncertainty) to define (un)desired boundaries for security 
risk.

The family of ERDA-7–related methods heavily bor
rows from advances in nuclear safety in an attempt to 
more directly manage security risk through quantifica
tion. In these approaches, a version of the simplified 
risk equation is used to compute risk and compare against 
numerical thresholds to answer the question: “How 
secure is secure enough?” One of the most liberal sim
plifications of ERDA-7–related methods is treating the 
risk variables in the TVC framework as statically inde
pendent. Here, consider that a major goal of many secur
ity posture upgrades at civilian nuclear facilities is to 
increase the difficulty of adversary tasks, thereby redu
cing the adversary’s likelihood of success and thus driv
ing the adversary to decide not to attack. This concept of 
“adversary decides not to attack” is deterrence and is not 
well captured when TVC framework elements are con
sidered independent. Similarly, because security posture 
upgrades affect both T and V, there is both conditionality 
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(as opposed to independence) and nonlinearity within the 
ERDA-7 security risk equation. For example, if a facility 
becomes more secure (decrease the V), observations and 
experience suggest that the probability of attack will 
decrease (decrease in T) in response. Conversely, if 
a facility becomes less secure (increase the V), observa
tions and experience suggest that the probability of attack 
will increase (increase in T”) in response. This simplified 
approach to security risk assessment cannot capture simi
lar critical elements observed in adversary behavior, 
including adaptation, threat shifting, or deterrence.24,25

This misrepresentation of the canonical risk equation 
also manifests in scientific shortcomings that result in 
analytic gaps. First, consider the common failure to ade
quately define the terms in this simplified risk equation.19 

One key definitional concern is the point that condition
ality of the computed variables is frequently neglected, or 
at least left unstated, leading to statistically meaningless 
results. For example, if the characteristics of the adver
sary for which likelihood is asserted in T would over
whelm vulnerability V, then the value of V should 
approach unity, whereas a threat that would have great 
difficulty overcoming this vulnerability may require 
a value of V that approaches zero.19 Second, ERDA-7– 
based security risk representations seem based on the 
premise that depictions of probability of attack must 
behave similarly to the initiating event frequency in 
safety risk equations, which is a mathematical instantia
tion based on an incomplete philosophical argument.

Even if the WASH-1400 and ERDA-7 conditionality 
among the risk equation’s terms is retained, critical ele
ments of adversary behavior (adaptation, threat shifting, 
or deterrence) cannot be captured. This is because prob
ability of attack is assumed to be the independent vari
able, whereas adversary decision-making behavior shows 
that this variable is strongly dependent on both the 
attack’s likelihood of success and expected outcomes. 
For example, the hidden dependencies that must be 
addressed while eliciting the probability of attack include 
estimating the likelihood that some known or unknown 
individual or group will exist during some specified 
future time period, as well as estimating that that parti
cular adversary group will

1. decide that an attack can achieve an outcome or 
consequence that they desire

2. understand and validate an exploitable vulner
ability or pathway to plan a viable attack

3. obtain the weapons, tools, skills, and informa
tion required to accomplish the attack

4. decide that the attack’s likelihood of failure, 
potential losses, and risks are acceptable

5. decide that the costs and sacrifices required to 
accomplish the attack are acceptable

6. decide that this is the best opportunity to accom
plish a desired objective by comparison to all other 
known opportunities at this or any other facility or 
location.

Each and every one of these factors must be 
accounted for if the desired probability of attack result 
is a joint probability capturing all of these conditions, 
many of which are interdependent. The arguments against 
heavy reliance on using probability of attack are long- 
standing, with Rasmussen, the primary author of WASH- 
1400 and father of probabilistic risk assessment, articu
lating that 

[f]or a number of reasons, however, I do not believe 
that safeguards [e.g., security] risks can be quantified 
using these [PRA] procedures … the basic assump
tions in the [reactor safety study] RSS methodology is 
that failures are basically random in nature … allows 
one to estimate a system failure by an appropriate 
combination of the failure rates of its parts. In the 
case of deliberate human action, as in imagined diver
sion scenarios, such an assumption is surely not 
valid.20 

Last, semi-quantitative interpretations of ERDA-7 where 
likelihood (e.g., probability of attack) and consequence 
are viewed as subjective measures converted to corre
sponding ordinal values for risk calculation have been 
shown to often lead to wildly inaccurate risk results.26 

Further, the negative impacts on security risk from inac
curate results are compounded by the often-large uncer
tainty associated with any probability of attack number, 
which relates to four different types of unknowns. First, 
the uncertainty about known or unknown adversaries 
must consider what world events or personal events 
might cause new adversaries to manifest or existing 
adversaries to cease. Second, conditionalities 1, 4, 5, 
and 6, listed previously, all depend on each adversary 
group’s value set, so that making changes in these values 
over time further contributes to uncertainty in the prob
ability of attack. Third, conditionalities 2, 3, and 6 depend 
on each adversary’s opportunities to obtain the informa
tion and resources necessary to identify and exploit 
a facility’s vulnerabilities. Again, these opportunities 
may change over time in uncertain, and sometimes radi
cal and sudden, ways as facility information leaks (e.g., 
WikiLeaks) and adversarial tool availability changes 
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(e.g., wide availability of unmanned aerial vehicles). For 
these reasons, ERDA-7–based interpretations of the prob
ability of attack as independent likely yields extraordina
rily uncertain results, particularly if assessed over an 
extended future time period using Bayesian methods.

If these uncertainties are neglected, the security risk 
results are likely inaccurate. Yet, if the uncertainties are 
fully represented, the security risk results are likely not to 
be statistically significant, and therefore not actionable. In 
short, the apparent analytic benefit of quantifying prob
ability of attack to create a numerical criterion for “how 
secure is secure enough” is largely negated by security 
risk distributions whose uncertainty can span several 
orders of magnitude.

Even assuming a reasonable approach for addressing 
the philosophical and scientific shortcomings were to be 
developed, there still exists a range of practical chal
lenges to ERDA-7–type approaches. Consider how local 
or geopolitical events can significantly increase or 
decrease adversary motivation to attack in very short 
order, which presupposes a need to reevaluate the prob
ability of attack with similar frequency. In addition, 
security risk centered on the probability of attack assumes 
high-level, timely, and accurate knowledge of a (at least 
mostly) complete set of adversaries. For domains with 
higher frequencies of adversary actions, these assump
tions are more reasonable. The MSRAM is one example 
of successfully using an ERDA-7–type approach,27 in 
large part driven by the ease and frequency of attacks 
on port facilities. In contrast, the ERDA-7 approaches the 
DHS uses in its terrorism risk assessments are plagued 
with such broad uncertainties that it is almost impossible 
to draw from them statistically significant risk manage
ment insights.28 Moreover, reliance on probability of 
attack as a numerical security risk criterion can also 
cause confusion between regulators and operators, as 
demonstrated by the popular terms risk based and risk 
informed.29 Though the former is making decisions in 
relation to established PRA thresholds that define accep
table levels of risk and the latter is making decisions in 
which insights from PRA are integrated into a broader 
process, ERDA-7 approaches often conflate them as 
equivalent.

One variant of ERDA-7–type approaches that has 
been explored to better account for the challenges inher
ent to security risk management revolves around the 
concept of conditional risk. In other words, these 
ERDA-7 variants attempt to overcome the many pro
blems establishing probability of attack by computing 
risk assuming that an attack occurs. While this approach 
does mitigate some of the previously discussed issues 

with probability of attack, it simply ignores the large 
span of uncertainty, and yet, still fails to capture the 
interdependence between threat, vulnerability, and conse
quence. Treating likelihood in this way fundamentally 
and completely misses the basic fact that the condition
ality in security risk is different from, and essentially the 
opposite of, independence in the safety risk equation. For 
example, conditional risk assessment is often colloquially 
and wrongly described as “setting probability of attack to 
1.0.” While conditional risk actually describes the risk if 
the specified attack occurs, the tradition of setting prob
ability of attack to unity is a statement of belief that the 
specified attack will occur. In a practical sense, 
a conditional risk approach describes security risk as 
equivalent between a facility with a high vulnerability 
and low consequence and a facility with a low vulner
ability but high consequence, a security version of the 
false equivalencies in Fig. 1. In addition, despite the 
perception it can make security more uniform, these 
potential misinterpretations of conditional risk actually 
increase the difficulty in comparing security risk across 
organizations, facilities, and locations.

While each of these traditional approaches to security 
risk has been successful (at least to a degree), the evolu
tion necessary to effectively mitigate twenty-first century 
malicious threats to nuclear facilities can start by explor
ing the philosophical, scientific, and practical needs for 
security risk management.

V. ADVANCING SECURITY RISK

Successful security risk management requires methods 
that both produce accurate and actionable results and have 
sound philosophical and scientific foundations. As the pre
ceding section made clear, there is currently no method that 
satisfactorily meets these criteria in general, let alone for 
civilian nuclear facilities where attacks are very rare events, 
consequences could be very large, and both likelihood and 
consequences are extraordinarily uncertain. Thus, over
coming the gaps and shortcomings discussed in the pre
vious section introduces an opportunity for framing next- 
generation security risk management.

Despite exploring the challenges associated with the 
probability of attack for nearly 50 years, the risk commu
nity is still debating the same philosophical and scientific 
questions. There is a need to better address the interde
pendencies within security risk in order to effectively 
manage security responses to intentionality, human 
choices, deterrence, and threat shifting. Furthermore, 
security risk management methods must deal with not 
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just the adversary, but the potential for multiple adver
saries to target a facility. Each such adversary will have 
differing attack objectives, some of which the defenders 
may not know exist, let alone understand their capabil
ities, motives, and intent. More specifically, what is 
needed are new approaches to quantifying risk that 
trade simplistic calculations for probability of attack for 
descriptions that capture how the likelihood that an 
adversary will select a specific attack to initiate. This 
depends on factors, such as whether

1. the proposed attack would lead to an outcome 
(consequence) that some adversary desires

2. this potential adversary believes that they can 
successfully execute the attack or can adapt sufficiently 
to achieve success in an attack

3. this potential adversary considers their expected 
cost to be acceptable

4. this potential adversary does not have other 
attack options that are significantly superior to this pro
posed attack.

The requirement to consider multiple diverse 
adversaries requires repackaging security risk to frame 
it in terms of asset and facility exposure. This perspec
tive also acts as a mechanism for addressing basic 
adversary decision processes that were simplified 
away when the probability of attack was assumed 
independent. In many ways, the probability of attack 
is likely the most dependent variable in the ERDA- 
7-like risk formulation. This cannot be overempha
sized; probability of attack for one scenario, or one 
facility, is strongly dependent on the characteristics of 
all other attack scenarios that are available to the 
adversary at this and all other facilities. In response, 
next-generation security risk management approaches 
must more clearly address this fundamental difference 
between security risk from safety risk.

By extension, it is important to remember that pursu
ing a Bayesian approach to quantify these elements 
related to strategic security risk (e.g., probability of 
attack) using an ERDA-7-like method brings extraordin
ary uncertainty. Propagating such large levels of uncer
tainty risk results makes producing statistically 
significant risk management insights nearly impossible. 
For example, inadequately managing the uncertainty of 
such basic adversary behaviors, like adaptation and threat 
shifting, into security risk assessment may provide deci
sion makers with an inaccurate picture of adversary beha
vior by failing to model the very phenomena that form 
the basis for security risk.28

It is also possible that lurking just beneath the sur
face of the desire to quantify security risk is the philo
sophical notion that it is not possible to effectively 
manage what cannot be quantified. Yet, the definitions 
of risk from the Society for Risk Analysis1 are all 
qualitative, suggesting an appropriateness in exploring 
alternate forms of risk management to overcome these 
philosophical barriers to security risk quantification. 
Part of the solution to this dilemma may lie in 
a revised concept of measurement. Hubbard26 claims 
that measurement should not be considered as assigning 
a number to something, but rather as reducing its uncer
tainty in a meaningful or actionable way. Under this 
philosophy of measurement, the components of security 
risk, or their surrogates, can be qualitatively measured 
in a meaningful way for use in security risk 
management.

If the related timing dynamics contribute to philoso
phical confusion and significantly large uncertainties, 
then security risk management should seek to reconcile 
differences between near-term (tactical) versus long-term 
(strategic) time horizons. For example, risk managers 
may have credible adversary information to clarify 
a near-term (e.g., matter of days, weeks, maybe months) 
likelihood of attack and deploy tactical security solutions. 
In contrast, strategic decisions to address security risk 
(like facility construction details that may be in place 
for decades) are made against the reality that dramatic 
changes to adversary motivation and intent may occur 
over the years these construction details remain in place. 
Now consider scenarios in which adversaries execute and 
abort decision-action loops many times while probing the 
security system over the long term (strategic timeframe), 
possibly learning and adapting after each iteration. Such 
examples reinforce the need for philosophical approaches 
capable of addressing the security risk implications of 
both time domains, even if via different risk management 
methods.

One recent attempt leveraging such a new paradigm 
of security risk, Sandia National Laboratories’s Risk 
Informed Management of Enterprise Security (RIMES) 
methodology, demonstrated the robustness of qualitative 
methods for security risk management over the strategic 
time horizon at facilities with very low probability of 
attack and very large uncertainties.30 The RIMES method 
uses a relative rating scale comparing attack scenarios on 
the basis of their difficulty and consequences, providing 
the analyst with a risk landscape of potential attacks to be 
managed. It captures elements of important adversary 
behaviors, like human choices, adversary adaptation, 
and threat shifting, precisely because it does not attempt 
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to quantify probability of attack to produce numerical 
estimates for security risk. Trading the traditional notion 
of probability of attack for a function of difficulty, con
sequence, and scenarios suggests the benefit of shifting 
the basis of security risk management from “risk is 
a quantified and uncertain singular value” to “risk is 
a rigorous description of an uncertain undesired future 
state.”

Building on this broader philosophical foundation, 
the scientific approach to security risk should evolve 
past the traditional, if mostly false, dichotomy between 
safety and security. For example, one of the most widely 
marketed characteristics of advanced and small modular 
reactors are varying layers of passive safety, which are 
mechanisms to maintain cooling and/or containment that 
require little or no external power sources or human 
involvement. While this logic supports a reduced risk of 
an accidental radiological release, passive safety is also 
claimed to reduce security risk. Yet, while the passive 
safety features may reduce the chance for a release at the 
reactor itself, the passive safety features now represent an 
expanded set of assets exposed to potential adversary 
actions. Here, the passive safety mechanisms may not 
reduce the security risk, but instead simply change how 
security risk manifests. Indeed, if they are easy for an 
adversary to defeat, they could potentially even increase 
security risk.

Moving beyond quantifying probability of attack for 
security risk, this perspective of security risk manage
ment provides an opportunity to use a broader set of 
scientific approaches to address security risk over both 
strategic and tactical timelines. Consider, for example, 
different conclusions that can be drawn from frequentist 
and Bayesian interpretations of probability of attack. For 
frequentist inference, probability of attack relates to 
deriving the frequency of adversary attack from 
a known data set, and larger data sets increase mitigation 
of related uncertainties. For Bayesian inference, probabil
ity of attack relates to belief in the specific attack occur
ring and evidence supporting prior beliefs of the specific 
attack. While both approaches to deriving statistically 
backed insights for complicated questions have long tra
ditions, neither, at least in their most common applica
tions, adequately capture security risk. Despite current 
limitations in both frequentist and Bayesian statistical 
approaches, cutting-edge advances in approach and appli
cations are worth exploring to enhance security risk 
management.

Some of the underlying logical framework from these 
scientific approaches can be leveraged to better address 
the complexity of identifying, measuring, and describing 

security risk. While both frequentist and Bayesian 
approaches provide mechanisms for describing security 
risk uncertainty, evolutions of the latter have been shown 
to address interdependencies similar to what is observed 
in nuclear security.31 Enhancing the ability to incorporate 
interdependencies will help reduce uncertainties related 
to adversary actions. Consider, for example, how better 
scientific approaches inclusive of interdependencies can 
better address 

the totality of the security and exposure character
istics when evaluating whether specific proposed 
changes to [asset or facility] exposure frequency will 
significantly affect an asset’s security risk.24 

This is but one example of how new (or nontraditionally 
interpreted) scientific approaches can mitigate the chal
lenges surrounding perceptions of probability of attack as 
an independent variable.

An expanded range of scientific approaches invites 
opportunities for exploring new analytical tools and 
approaches for security. For example, RIMES (previously 
described) and the expanding use of Bayesian belief net
works (e.g., Ref. 32) illustrate current efforts to describe 
risk more accurately in practice by using novel applica
tions of traditional risk assessment approaches. In 
RIMES, the focus on quantified risk is replaced with 
a focus on comparative risk management as a function 
of attack difficulty, consequence, and scenario. Similarly, 
Bayesian belief networks extend the traditional use of 
prior information and new evidence into a graphical net
work that mathematically describes many of the interde
pendencies that had traditionally been simplified away.

On the other hand, an improved understanding of 
security risk, and by extension, better implementation of 
security risk management, can also be generated from 
lessons learned from other domains. Here, the complex 
systems and hazards analysis disciplines stand out as rife 
with useful insights. As a representative example, con
sider the application of multiple objective decision ana
lysis (MODA) and systems-theoretic process analysis 
(STPA) to nuclear security. Born out of systems engineer
ing, MODA approaches are useful for organizing multi
ple (often conflicting) objectives, capturing explicit value 
trade-offs, integrating facts with value preferences, and 
aggregating these dependent factors in an accountable 
manner. In Ref. 33, the many interdependent influences 
on security risk are modeled as attributes impacting 
potential access by a nonstate actor (e.g., scale of nuclear 
infrastructure in a country) and attributes impacting the 
effectiveness of security implementation and culture (e.g., 
subject matter expert assessment of physical protection 
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system capabilities). By explicitly addressing interdepen
dence, MODA is well suited to enhance nuclear security 
risk management.

Likewise, STPA’s creation to enhance hazard analysis 
for complex systems provides a structured way to address 
external influences (e.g., increasing adversary capabilities), 
internal influences (e.g., existing gaps between operational 
and protective force personnel), and interactive influences 
(e.g., increasingly restrictive security budget and resource 
constraints) on security risk.34 STPA’s broader view of 
causality and complexity, as demonstrated in the growing 
literature on the topic, suggests that applying STPA to 
nuclear security could help shift risk management away 
from preventing failures and toward enforcing security con
straints. STPA’s systems and control theoretic foundation 
position is a technique capable of better mitigating current 
challenges in all elements of security risk management.

As new approaches for analyzing security risk are 
improved and provide better capabilities to identify, 
characterize, and mitigate uncertainties of security risk, 
the ability to effectively communicate security risk 
management across stakeholders will also improve. 
Today, visualizing security risk in terms of independent 
probabilities of attack is clear and straightforward, 
a clarity for regulation and decision making that sup
ports a desire for a clear and straightforward quantita
tive risk standard. Tomorrow, visualizing security risk 
will be based on new approaches, models, and frame
works that provide both equal levels of clarity and 
a more comprehensive description against which to 
make regulatory and budgetary decisions about where 
to spend the next security risk management dollar. So, 
just as nuclear safety has transitioned from a purely 
risk-based to a risk-informed paradigm, so too can 
security risk management as it evolves beyond singular 
probabilities of attack.

VI. CONCLUSIONS, INSIGHTS, AND IMPLICATIONS

Quantitative PRA has been used to help ensure the 
safety of nuclear facilities for almost half a century. Its 
benefits have included the following:

1. the ability to discover unexpected safety 
challenges

2. a mechanism by which to grade and prioritize 
nuclear safety research

3. methods by which the significance of plant 
events as potential precursors to safety issues are 
determined

4. the development of risk-informed regulation

5. a mechanism whereby facility design and retrofit 
proposals can be objectively discussed and adjudicated 
between facility and regulator.

The desire to replicate these benefits in the security 
arena is large, and the ERDA-7 proposal provided 
a mathematical roadmap for doing so. However, using 
PRA to manage security risk in support of responsible 
operation of nuclear facilities presents substantial philo
sophical, scientific, and practical challenges, many of 
which can be traced back to the faulty, yet popular, 
assertion that the probability of attack can be treated as 
a probabilistically independent variable, parallel to the 
initiating event frequency in a safety PRA.

Philosophically, a key problem is that the likelihood 
that some presumably rational adversary will decide to 
initiate any attack, let alone a specific attack, is not 
a random event. Rather, it is a human decision based on 
motivation, intent, cost-benefit calculations, and (likely) 
limited information or knowledge, each of which leads to 
uncertainty for the adversary. It is possible to estimate an 
unconditional likelihood of attack in a Bayesian sense 
because the probability estimate embodies our under
standing and beliefs about uncertain future events. 
However, for potential major attacks, the analyst attempt
ing to estimate this likelihood must grapple with many 
information and knowledge limitations themselves, 
including those limitations stemming from the difficulty 
of accounting for the list of hidden dependencies 
described in Sec. IV. In addition to all the previously 
noted decision factors, Bayesian approaches must also 
address uncertainties related to all relevant conditional
ities and hidden dependencies (also, as described in Sec. 
IV). For these reasons, the philosophical assumptions 
supporting ERDA-7–based approaches should be reexa
mined and scrutinized to ensure the high fidelity and 
acceptably low uncertainty of any attempts to quantify 
the probability of attack.

Scientifically, the lack of statistical independence for 
the probability of attack means that the math embodied in 
ERDA-7, and in the more contemporary TVC framework, 
is invalid. All of the terms in these equations are inter
dependent: C and V depend on the characteristics of T; 
the likelihood embodied in T depends on its required 
characteristics in addition to the uncertainties inherent 
in previously described philosophical issues. Both formu
lations, as generally implemented, ignore important con
ditionalities. For this reason, the fundamental aspects of 
human behavior, such as deterrence and threat shifting, 
cannot be modeled using these methods and equations. 
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The importance of these behaviors cannot be overstated; 
it is generally the goal of the defenders of high- 
consequence facilities to deter adversaries from attacking 
and to do so by reducing vulnerabilities and/or conse
quences for attacks. A tool that cannot address the funda
mental aspects of the underlying system’s behavior 
should be viewed with suspicion as a risk management 
tool.

There are practical consequences resulting from the 
philosophical and scientific issues with these methods. If 
the true uncertainties in attack likelihood are propagated 
through the ERDA-7 and TVC framework models, the 
risk uncertainties often span several orders of magnitude 
and drown out statistically significant risk insights. If, 
however, these uncertainties are not propagated, the risk 
results may provide decision makers with the wrong 
inferences upon which to execute security risk manage
ment. Furthermore, as conditions change, either at 
a facility or among the adversary community’s decision 
criteria, the computed probabilities become invalid and 
must be recalculated, rendering the risk assessment pro
cess time consuming and in need of constant revision. 
This is undesirable as a basis for making long-term 
security risk management decisions, such as new con
struction that is intended to be in service for decades.

ERDA-7 has been the subject of research for nearly 
a half century, and yet the questions and challenges are 
the same today as when it was first proposed. The like
lihood of attack issues make these quantitative methods 
questionable for long-term strategic security risk man
agement, but that does not mean that likelihood of attack 
is useless. Indeed, it is critical for short-term tactical 
security risk management, particularly for smaller target 
footprints and/or over a short, finite time span. For 
example, if intelligence information indicates that there 
is an elevated likelihood of attack at one facility, or 
a class of facilities, prudent risk managers make 
a tactical decision to rapidly increase security to deter 
such an attack over the duration of the elevated threat. As 
a risk indicator for smaller target footprints and shorter 
time spans, qualitative estimates of attack likelihood are 
generally adequate for tactical security risk management. 
So, if it is not beneficial for security risk management 
over the span of years/decades and unnecessary for tac
tical security risk management over the span of days/ 
weeks, perhaps the quantification of attack likelihood 
may be unwarranted.

In support of exploring new directions for the future 
of security risk management, this paper offers a few 
suggestions. Cutting-edge advances in applying 
Bayesian approaches to incorporate interdependencies 

in risk discussions32 and conditionalities in risk monitor
ing for complex systems35 show promise for improving 
security risk management. Similarly, insights from 
implementing novel [e.g., RIMES (Ref. 36)] and non
traditional [e.g., MODA (Ref. 33) and STPA (Ref. 37)] 
analysis techniques seem germane to overcoming cur
rent challenges to nuclear security management. 
Regardless of the path forward, security risk manage
ment must address the basic elements of adversary beha
vior in order to be useful. Here, if security risk focuses 
on preventing “undesired states, behaviors, or out
comes,” then this paper suggests a broadening of the 
term security risk beyond simple probabilistic single- 
value descriptions. A broader concept would support 
movement from traditional interpretations of probability 
of attack toward more nuanced and complex depictions 
of security risk. In their current form, ERDA-7 and 
similar methods require the estimation of a quantitative 
attack likelihood. While such estimation is possible in 
a Bayesian sense, it is not useful for long-term security 
risk management.
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